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Abstract. Appearance matching was recently demonstrated as a robust and efficient approach to 3D object recognition and pose estimation. Each object is represented as a continuous appearance manifold in a low-dimensional subspace parametrized by object pose and illumination direction. Here, the structural properties of appearance manifolds are analyzed with the aim of making appearance representation efficient in off-line computation, storage requirements, and on-line recognition time. In particular, the effect of illumination on the structure of the appearance manifold is studied. For an ideal diffuse surface of arbitrary texture, the appearance manifold is linear and of dimensionality 3. This enables the construction of the entire illumination manifold from just three images of the object taken using linearly independent light sources. This result is shown to hold even for illumination by multiple light sources and for concave surfaces that exhibit interreflections. Finally, a simple but efficient algorithm is presented that uses just three manifold points for recognizing images taken under novel illuminations.

1 Introduction

Appearance matching techniques are fast becoming popular in machine vision. Recent applications include face recognition [20] and the real-time recognition of complex 3D objects [7]. A representation of object appearance called the \textit{parametric eigenspace} has resulted from this work [6]. For a given vision application, a visual workspace is first defined as the range of visual appearances that result from varying the parameters of the task. This workspace is sampled to obtain an image set that is used to compute a low-dimensional linear subspace [15], called the eigenspace, in which the visual workspace is represented by one or more parametrized manifolds. During recognition, novel images are projected to the eigenspace. The closest manifold and the exact location of the closest point on the manifold reveal the task parameters.
The parametric eigenspace representation has found several applications. These include learning [7] and real-time recognition of 3D objects [6], positioning and tracking of 3D objects by a robot manipulator [11], and illumination planning for robust object recognition [8]. Recently, a recognition system with 100 complex objects in its database was developed that is solely based on appearance matching [9]. The sheer efficiency of appearance matching enables the system to accomplish both recognition and pose estimation in real time using no more than a standard workstation equipped with an image sensor (see Figure 1).
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**Fig. 1.** An automated recognition system with 100 objects in its database. A complete recognition and pose estimation cycle takes less than 1 second on a Sun SPARC workstation [9].

In the context of large systems, the primary bottleneck in appearance matching has turned out to be the learning stage which includes the acquisition of large image sets, the computation of eigenspaces from large covariance matrices, and the construction of parametric appearance manifolds. In object recognition, each object is represented as a separate manifold in eigenspace that is parametrized by pose and illumination. The efficiency of the learning stage is determined by the number of sample images needed to compute an accurate appearance manifold. This brings us to the following question: What is the smallest number of images needed for constructing the appearance manifold for any given object?

The answer to the above question lies in the structural properties of appearance manifolds. The structure of an object’s manifold is closely related to its geometric and reflectance properties. In special cases, such as solids of high symmetry and solids of revolution, one can make concrete statements regarding the dimensionality of the manifold. For instance, given a fixed illumination direction and viewpoint, the manifold for a sphere of uniform reflectance is simply a point since the sphere appears the same in all its poses. This unfortunately is an extreme instance of little practical value. Under perspective projection, the relation between object shape and manifold structure is complex to say the
least. A general expression that relates object pose to manifold structure would be much to hope for.

In contrast, the function space associated with object reflectance is more concise and hence conducive to analysis. Our work draws on the previous work of Petrov [17], Shashua [18][19], Hallinan [5], Nayar and Murase [10] and Epstien et al. [3]. It is possible to establish, under certain reflectance assumptions, a closed-form relationship between illumination parameters and manifold structure. Given that the eigenspaces we use are linear subspaces, the class of linear reflectance functions [17][18] is of particular interest to us. For this reflectance class, the structure of the illumination manifold is completely determined from a small number of samples of the manifold. In particular, for Lambertian surfaces of arbitrary texture, the entire illumination manifold can be constructed from just three images taken using known illuminants. Alternatively, the dimensionality of the illumination manifold is exactly 3. This result becomes intuitive when one considers photometric stereo [21], where three light sources provide all the information required to estimate the albedo and the unit normal at each surface point. We use the above bound on the manifold dimensionality to show that novel images of the object can be recognized from just three projections on the illumination manifold in eigenspace without the explicit construction of the manifold.

In addition, the validity of the above results for illumination by multiple sources and in the presence of interreflections caused by concave surfaces is demonstrated. With respect to interreflections, it was shown in [14] that a concave Lambertian surface of arbitrary texture behaves exactly like a Lambertian one without interreflections, but with a different set of surface normals and albedo values. The underlying assumption is that all points on the surface are visible and illuminated, i.e. no self-occlusions and self-shadows. We have used this notion of a pseudo surface to show that the dimensionality of the illumination manifold in eigenspace is in fact preserved in the case of interreflections.

For ideal diffuse objects, these results have direct implications on the efficiency of both learning and recognition, as they dramatically reduce the number of images needed for appearance representation. These results for diffuse surfaces stem from the observation [18] that the image of a diffuse object under any illumination can be expressed as a linear combination of images taken using three independent basis illuminants. Such a linear combination does not generally exist for objects with nonlinear reflectance functions. For instance, a pure specular object would produce only strong highlights for each of the basis illuminants. The highlights produced by a novel source cannot in general be expressed as a linear combination of basis images. In fact, it is hard to envision non-trivial upper bounds on the dimensionality of a vector space containing illumination manifolds for the class of nonlinear reflectance functions.

---

3 Some of the results presented in this paper overlap with those of Belhumeur et al. [1] and Belhumeur and Kriegman [2]. These works and the one reported in this paper were conducted more or less concurrently.
2 Linear Reflectance Models

We will assume throughout our presentation that all surface properties and image brightness values correspond to a single wavelength, \( \lambda \). To accommodate the general case of colored surfaces and colored illuminants, we assume that all brightness values are measured using narrow-band filters, say, narrow-band red, green, and blue filters. This ensures that the wavelength of light is, in effect, fixed for any given color band.

A linear reflectance function may be written as:

\[
e(x) = p(x) \cdot q
\]  

(1)

where, \( e(x) \) is the image irradiance or intensity at point \( x \), \( p(x) \) represents local surface properties, and \( q \) is an arbitrary vector that could depend on the illumination and the viewpoint of the observer. If \( \text{Dim}(p) = \text{Dim}(q) = k \), we have a \( k \)-order linear reflectance model (see [17][18] for details).

When is the linear reflectance model valid in practice? In general, reflectance functions can be viewed as the combination of surface (specular) and body (diffuse) components [13]. Surface reflection is a nonlinear function of viewpoint. In contrast, the body component is relatively less viewpoint dependent. Though the dependence can be significant in the case of surfaces with high macroscopic roughness (see [16]), many man-made objects (for instance, those with matte paints) as well as some natural surfaces can be approximated by a linear model. The most popular and widely used approximation is the Lambertian model where surface radiance, and hence also image brightness, depend only on the irradiance of the surface and not the observer’s viewpoint. The image brightness of a Lambertian surface element illuminated by a point light source is:

\[
e(x) = n(x) \cdot s
\]  

(2)

Here, \( n(x) = \rho(x)\hat{n}(x) \) is the normal vector, where \( \rho \) is the local surface albedo and \( \hat{n} \) is the local unit surface normal. Similarly, \( s = b \mathbf{s} \) is the source vector, where \( b \) represents the intensity of the source and \( \mathbf{s} \) is a unit vector in the direction of the source. We are assuming here that the source is distant and hence its direction is independent of the location of the surface point in the scene. From the above expression, we see that the Lambertian model is a linear one of order 3.

3 Images as Linear Combinations

Given that \( s \) is a constant three-dimensional vector, it is clear that three non-coplanar source vectors, say \( \{ a_1, a_2, a_3 \} \), can be used as a basis to represent any source vector. Any arbitrary source vector is simply a linear combination of the three basis vectors:

\[
s = a_1 a_1 + a_2 a_2 + a_3 a_3
\]  

(3)
Let us define $\Lambda = [a_1 \ a_2 \ a_3]$ as the basis source matrix. Then, the coefficient vector $\Phi = [\alpha_1 \ \alpha_2 \ \alpha_3]^T$ for any given source can be determined as:

$$\Phi = \Lambda^{-1} s$$  \hspace{1cm} (4)

The image brightness values of a Lambertian surface point due to the three basis illuminants are:

$$e_1(x) = n(x) \cdot a_1$$
$$e_2(x) = n(x) \cdot a_2$$
$$e_3(x) = n(x) \cdot a_3$$  \hspace{1cm} (5)

From (3) and (5), the brightness of the surface point due to a novel source is:

$$e(x) = n(x) \cdot s = \alpha_1 n(x) \cdot a_1 + \alpha_2 n(x) \cdot a_2 + \alpha_3 n(x) \cdot a_3$$  \hspace{1cm} (6)

If we define $\Gamma = [e_1, e_2, e_3]^T$, we have:

$$e(x) = \Gamma^T(x) \Phi$$  \hspace{1cm} (7)

Note the similarity between the linear combination in the above expression and the one in (3). The brightness due to any novel source is the same linear combination of the basis brightness values as the novel source is of the basis illuminants. This result may not seem obvious at first glance. However, it turns intuitive when one notes that the three brightness values in $\Gamma(x)$ and the three corresponding sources $\Lambda$ contain all the information required to estimate the albedo $\rho(x)$ and the unit normal vector $\hat{n}(x)$ as done in the case of photometric stereo [21]. It is therefore not surprising that the three brightness values corresponding to the basis illuminants can be used to predict brightness for any desired source vector.

Note that (7) holds for all points on the imaged object. Hence, if the basis illuminants and the novel source are distant and are visible to all observed points on the object, the image $I$ of the object under a novel illumination can be expressed as a linear combination of its three images $\Pi = [I_1, I_2, I_3]$ due to the basis illuminants.

$$I = \Pi \Phi$$  \hspace{1cm} (8)

The above linear combination holds true irrespective of the texture (albedo variation) of the surface. It appears that the above results have been arrived at independently by several investigators (see Petrov [17], Shashua [18][19], Hallinan [5], Nayar and Murase [10] and Epstien et al. [3]). The linear combination of (8) was initially used in its explicit form for the analysis of surface color in [17] as well as specularity detection and photometric recognition in [18].

The main assumptions used thus far are; (a) the surface is illuminated by a single distant point source that is visible to all imaged points, and (b) the surface is convex and consequently image brightness is due to only direct source illumination and not interreflections. In subsequent sections, we will see that these two assumptions can be relaxed quite a bit, and expression (8) does in fact hold true for multiple sources and concave surfaces with interreflections.
4 Multiple Novel Sources

Consider a Lambertian surface simultaneously illuminated by \( R \) point sources. In this case, the image brightness of a surface point will be the sum of the contributions of individual sources:

\[
e(x) = \sum_{r=1}^{R} n(x) \cdot s_r = n(x) \cdot s
\]

(9)

Here, \( s \) serves as a single effective source and is simply the average, or center of mass, of the set of individual source vectors. In the above derivation, the individual sources need not be point sources. They could be extended sources with arbitrary radiance functions and still each be replaced by an effective point source. The above result is well-known and has surfaced in various guises in previous work. Its implication is that, for Lambertian reflectance, any number of novel sources that are all visible to the entire imaged surface can be viewed as a single effective point source \( s \). Hence, the linear combination of (8) holds true for multiple novel sources; the coefficient vector \( \Phi \) is simply that of \( s \).

5 Interreflections

Next, let us consider the case of a concave Lambertian surface with arbitrary texture. We assume that each of the basis illuminants, and subsequent novel sources, are visible to all points on the observed surface. The image brightness of each surface point in this case is due to not only the source but also the contributions of other points on the surface that are visible to it. Though, in general, an infinite number of interreflections occur between any two mutually visible surface points, the brightness of a surface point can be expressed as the sum of the brightness due to direct source illumination and contributions due to the final radiance values of all surface points visible to it. Thus, for any given wavelength \( \lambda \) of incident light, the brightness image of the surface is:

\[
I = I_s + P K I
\]

(10)

where, \( I_s \) is the image due to direct source illumination, \( P \) is the albedo matrix whose diagonal elements are the albedo values of individual infinitesimal elements on the surface, and \( K \) is the interreflection kernel that captures the relative geometric configurations of pairs of surface elements.

In [14], the above brightness equation was analyzed to show that the concave surface behaves exactly like a Lambertian one without interreflections, but with a different set of surface normals and albedo values. The underlying assumption is that all points on the surface are visible and illuminated, i.e. no self-occlusions and self-shadows. This apparent surface is called the pseudo surface. The relation between the pseudo surface and the actual surface was found to be:

\[
F_p = [I - PK]^{-1} F
\]

(11)
Here, the matrix $F_p = [n_{p1}, n_{p2}, ..., n_{pn}]$ represents the pseudo surface and is composed of the pseudo normal vectors of all $n$ visible surface elements. The true surface is given by the matrix $F = [n^1, n^2, ..., n^n]$.

This result implies that, under any given illumination that satisfies the assumptions stated above, the image of a concave surface $F$ with all its interreflections exactly equals the image of its corresponding pseudo surface $F_p$ without interreflections. As a result, all the linear combinations derived in the previous sections hold true for concave Lambertian surfaces of arbitrary texture. In general, the pseudo surface varies with the wavelength of incident light. This dependence on wavelength vanishes in the cases on gray textured surfaces illuminated by white-light sources. In the general case of colored surfaces and colored illuminants, the linear combination of (8) remains valid when the images are taken using narrow-band filters, say, narrow-band red, green, and blue filters [12][4].

6 Multispectral Images

If the application involves the use of a color image sensor, as stated earlier, it is assumed that each color band is obtained using a narrow-band spectral filter. Then, the intensities of the three basis illuminants, irrespective of their spectral distributions, are fixed for each of the narrow bands. In other words, all the results derived thus far remain valid in each band. Appearance manifolds for an object can then be constructed independently for each band (as in [9]) and recognition is deemed successful if all bands of a novel image are found to match the same object in the appearance database.

Alternatively, an image vector can be constructed by concatenating the multiple bands of the color image. Appearance representation in subspaces is invariant to the order of concatenation since this order only alters the order of values in the principle vectors (dimensions) of the subspace [15]. However, since the linear combinations of the previous sections can be expected to differ between bands, a concatenated vector cannot be assumed to represent any single linear combination. Here, some of the results related to color-rank in [17] could lead to interesting results.

7 Illumination Manifold in Eigenspace

We are now equipped to analyze the dimensionality of illumination manifolds in eigenspaces. An eigenspace $\mathcal{E}$ is an image subspace that is typically computed using the Karhunen-Loève transform [15]. The bases of $\mathcal{E}$ are then the normalized eigenvectors of the covariance matrix computed from an image set, one that typically includes images of a large number of objects taken at different poses and illumination conditions during a learning (or training) stage [7]. Suppose the dimensionality of the eigenspace is $d$. The eigenvectors $e_s, s = 1, 2, ..., d$ are those with the largest eigenvalues, $\lambda_s$, of the covariance matrix, such that, $\lambda_1 \geq \lambda_2 \geq .... \geq \lambda_d$. Our main concern here is the analysis of the illumination manifold of an object, i.e. the projections in eigenspace $\mathcal{E}$ of images of an object taken under different source directions, for a fixed pose.
Scale and brightness normalizations are applied to all object images before they are either used to construct eigenspace representations or to recognize novel object images [7]. The scale normalization ensures that both appearance representation and recognition are invariant to the magnification of the imaging system under weak-perspective projection. The brightness normalization is used to achieve invariance to the intensity of illumination. As a result of brightness normalization, all images lie on a unit ball in a high but finite dimensional Hilbert space.

First, let us define the normalized basis images as $i_1 = I_1/m_1$, $i_2 = I_2/m_2$, and $i_3 = I_3/m_3$, where, $m_i = \| I_i \|$. Further, we define the magnitude matrix $M$ to be a $3 \times 3$ diagonal matrix with the $m_i$ as its three diagonal elements, and the normalized image matrix as $N = [i_1 \ i_2 \ i_3]$. Using (8), a novel image can be written as:

$$I = \alpha_1 m_1 i_1 + \alpha_2 m_2 i_2 + \alpha_3 m_3 i_3 = N M \Phi$$

(12)

The magnitude of the novel image is related to its source coefficient vector as:

$$m = \sqrt{\phi^T N^T M^T M N \phi}$$

(13)

The normalized novel image can now be expressed as a combination of the three normalized basis images:

$$i = \frac{1}{m} N M \Phi$$

(14)

Now, the projections of the three normalized basis images in a $d$-dimensional eigenspace are:

$$g_1 = [e_1 \ e_2 \ldots \ e_d]^T i_1$$
$$g_2 = [e_1 \ e_2 \ldots \ e_d]^T i_2$$
$$g_3 = [e_1 \ e_2 \ldots \ e_d]^T i_3$$

(15)

Likewise, the projection of a novel image is:

$$g = [e_1 \ e_2 \ldots \ e_d]^T i$$

(16)

If we define the basis projection matrix as $G = [g_1 \ g_2 \ g_3]$, the above expression and (14) yield:

$$g = \frac{1}{m} G M \Phi$$

(17)

Therefore, given the three eigenspace projections corresponding to the basis illuminants, we can determine the projection for any novel source $s$ from its coefficient vector $\Phi$. If the basis and novel images are not normalized, the illumination manifold spans a linear subspace $G = g(s)$ whose dimensionality is 3 for a Lambertian surface of arbitrary texture, irrespective of the dimensionality $d$ of the eigenspace used. When the basis and novel images are brightness normalized, the illumination manifold spans a nonlinear subspace of dimensionality
2. In this case, the nonlinearity arises from the normalization procedure, and
the reduction in dimensionality by one results from all normalized images being
constrained to lie on a unit ball in the Hilbert space.

The above results imply that we do not need to take a large number of
images by sampling the entire illumination space for each pose of each object as
done in [7]. For any given object pose, the entire illumination manifold can be
constructed from just the three basis projections.

It is worth reiterating that the above results are valid only for Lambertian
surfaces and not much can be stated regarding the dimensionality of the illumina-
tion manifold for surfaces with nonlinear reflectance functions. This becomes
intuitive when one considers the extreme case of a pure specular object that only
produces highlights for each of the basis sources. In this case, the image produced
by any novel source cannot in general be expressed as a linear combination of
any number of basis images. Fortunately, there does exist a class of real-world
objects that closely approximate Lambertian reflectance, and for such objects
the above results prove useful as shown in the following sections.

8 Recognition of Novel Object Images

We have assumed thus far that the eigenspace $\mathcal{E}$ is known a-priori. In practice,
such an eigenspace is computed from a large image set obtained by varying pose
and illumination in small increments [7]. Given the above results, it is possible to
dramatically reduce the number of images that need to be taken during learning.
We now need to vary object pose in small increments and take only three images
for each pose corresponding to the independent basis illuminants$^4$. All of the
acquired images are used to compute $\mathcal{E}$. It is assumed here that $\mathcal{E}$ is less sensitive
to illumination variations than pose variations. This is typically the case when
dealing with objects of complex shape and textural properties (see [6]).

Next, all images of an object are projected to eigenspace. The expression
in (17) can be used to compute eigenspace projections corresponding to any
desired number of source directions. In [7], the projections due to both pose and
illumination variations are interpolated and the resulting manifold is densely
resampled. The resulting points are stored in a database and serve as a discrete
appearance representation of the object. Given a novel image, a segmentation
algorithm is used to extract object regions. Each object region is normalized in
scale and brightness and projected to eigenspace. A nearest neighbor algorithm
is then used to identify the object, its pose and the illumination.

The idea of storing each object as a large number of densely resampled man-
ifold points is practical only when the number of objects is small. Below, we
present an algorithm that can be used to find the closest point on an illumina-
tion manifold directly from the three basis projections without ever constructing

$^4$ The basis illuminants must be chosen with some care to ensure that they are rep-
resentative of appearance variations due to illumination. For instance, three sources
that form a compact cluster in the physical world, even if independent, may not in
practice be able to accurately predict appearances due to sources that are distant
from the cluster.
the illumination manifold. The algorithm is based on the observation that since the illumination manifold can be expressed in terms of three basis projections, this expression can in turn be used to determine if a novel eigenspace projection lies on the manifold.

Given a scale normalized novel object image $\mathbf{I}'$, it is first normalized in brightness to get $\mathbf{i}' = \mathbf{I}'/m'$, where $m' = ||\mathbf{I}'||$. If the novel image does lie on a particular illumination manifold, its projection $\mathbf{g}'$ in eigenspace must satisfy:

$$\mathbf{g}' = \frac{1}{m'} \mathbf{G}\mathbf{M}\Phi$$

(18)

This expression gives us $d$ equation with just 3 unknowns, namely, the source coefficients in $\Phi$. Given that $10 \leq d \leq 30$ in most previous applications of parametric eigenspaces [6] [9], what we have above is an overdetermined linear system that is easily solved to obtain an estimate of the source coefficients $\tilde{\Phi}$.

Since the object in the novel image is unknown, the estimate $\tilde{\Phi}$ may or may not correspond to a point on the illumination manifold. A simple test can be employed to verify the validity of $\tilde{\Phi}$ by checking if the eigenspace projection of the novel image matches the projection corresponding to $\tilde{\Phi}$. To this end, we define the error measure:

$$\varepsilon = ||\mathbf{g}' - \frac{1}{\tilde{m}} \mathbf{G}\mathbf{M}\tilde{\Phi}||$$

(19)

where, the magnitude $\tilde{m}$ is computed by using $\tilde{\Phi}$ in equation (13). In theory, if the novel image does belong to the illumination manifold in question, we have $\varepsilon = 0$. In practice, a threshold is applied to $\varepsilon$ to determine if the novel projection is close enough to the illumination manifold to be assumed to belong to it. We therefore have a simple and efficient algorithm that uses only three basis projections on an illumination manifold to check if a novel projection belongs to the manifold.

9 Experiments

Figure 2 shows 12 images of a complex object taken under known illumination directions. The object is more or less diffuse in reflectance, has surface patches with different albedo values, and includes concavities that cause interreflections. All the experiments were conducted in an eigenspace that was precomputed for a large set of objects. The source directions are expressed as $(\theta, \phi)$, the azimuth and polar angles subtended by the source in an object centered coordinate frame with its $z$-axis pointing towards the sensor. Three of the 12 images, namely images 2, 9, and 12, were used to determine the structure of the illumination manifold. The directions of these basis illuminants are $(-9.1^\circ, 81.0^\circ)$, $(17.7^\circ, 81.3^\circ)$, and $(0.0^\circ, 64.4^\circ)$, respectively. The remaining 9 images in Figure 2 were used to test the accuracy of the illumination manifold. Figure 3 shows projections of the 9 images in eigenspace. For display, the projections are shown in a 2D subspace of a 10D eigenspace. The known source directions for the 9 test images were
Fig. 2. The image set used in the experiments. The object is primarily diffuse in reflectance, has patches with unknown albedo values, and includes concavities that produce interreflections. Image 2, 9, and 12 correspond to the basis illuminants and were used to determine the structure of the illumination manifold. The remaining 9 images were used to test the accuracies of the theoretical manifold and recognition.

used in expression (17) to determine theoretical predictions of their locations on the illumination manifold. These projections are shown in Figure 4. We see that the actual projections of the 9 images and their theoretical predictions are in strong agreement, demonstrating the accuracy of the illumination manifold derived from just three basis projections. The slight discrepancies in the plots could have resulted from several factors; the object is not purely Lambertian, includes a few specular patches, and produces self-shadows that are not accounted for in the theory.

The second experiment involves the recognition of novel images and the estimation of illumination direction using just three basis projections. Table 1 compares the actual illumination directions used to take the test images with the directions estimated using the algorithm described in section 8. We see that the estimates are very accurate. Also shown in the table are the distances in eigenspace between predicted and actual projections.
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